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Abstract

AIWORK is a decentralized, opesource blockchain protocol and ecosystem built on a consensus network
of Artificial Intelligence (Al) computing resources and a community of human experts, used to generate
normalized and enhanced metadata for video conteatvdopers can build Decentralized Applications
(DApps) on top of th&IWORK protocol. Platform participants can either run Al nodes or provide expertise
and be rewarded withWO (AIWORK Tokens.

Al Computer Vision algorithms running on nodes using CPU/GPU resources will be used to scan media
files, generate enhanced metadata including-tioded tags, classification, categories, transcripts and
translations, and an index of the video objects. Hhawaith expertise in tagging, editing and translation

can participate in thAIWORK shared economy to help with the verification, validation and/or creation of
video metadataAl Machine Learning algorithms will continually learn from the actionsABVORK
community to become better and smar#&hWORK will empower the community with tools to enable the
community to moderate, review, verify the medgs, categorize, transcribe and/or translate content, as well
as provide economic incentives to en@me this activity thrAWO.

A key feature of this project is our trademark content safety index known as a ContentGhaph.
AIWORK platform will use Al to define a confidence score for each of several content safety attributes,
such as: nudity, adulgffensive language, hate speech, violence, guns, alcohol, religiobietdar to

MPAA ratings for movies but more granular and covering online video content, these scores will then be
combined into an array of numbers called a ContentGraph, whichnablle programmatic determination

of content suitability based on a numeric filter criteria. The content safety attributes are extensible and new
attribut es bmscanibe added ab anytimd ther Al has capability to recognize such content.

Thechallenge foAIWORK is to decentralize operation of the Al and human expert community on top of

a consensus protocol, so that all sorts of Decentralized Applications (DApps), whether free or commercial,
can reap the benefits of thdWORK protocol with meh better metadata and ContentGraph. One of the

first DApps to be built on top of thalWORK protocol will be an Open Video Search Engine that will

offer a transparent and ubiquitous index and search engine for online video curated and maintained by the
community.

AIWORK will open this blockchain protocol and ecosystem for use by-gartles, including content
distributors, publishers and advertisers. This will h&lgVORK achieve broad adoption and network
effects benefiting all participants. The bloblamn implementation will achieve this with smart contracts
between the content owners, advertisers, distributors and service providerssmart contracts will
maximize utilization by enabling dispatch of jobs to the most productive service provideggeaemd
incentives to promote better quality.



1. Probl em Statement
1.1 Video Content Is Everywhere

More than 4.3 million videos are viewed every minute on YouTube and over 1.1 billion hours of video are
watched per day on Facebook and Google. But with this much access to content, how does anyone find
content anymore? How can content producers imprayentbnetizatiorof their content while also giving

a better experience to users?

These are just some of the problems which have arisen due to the massive expansion of video use
online. With the deluge of videos being uploaded and consumed, searchimgifor discovering content
becomes harder and harder.

YouTube is the closest thing to a search engine for video today, but it relies on the uploading user to properly
catalog, tag and provide descriptions for each of the videos that they u@lbgidusly, this will result in
inconsistent cataloging. And users searching for video content are limited to what has been uploaded and
tagged on YouTube.

Yet, online video is everywhere and YouTube is no longer the only destination for online Fadmtook,
Google Plus, Twitter and many other sites rely in
viral video apps such as Instagram and Snapchat Stdfigso is becoming a standard component in most
websites, indistinguishable from text agrphics. But sadly, most video is not indexed in any meaningful

way.

1.2 Video Content Is Opagque And Not Searchable

Google, Bing and Yahoo search engines work by indexing the textual content of pagss. search

engines have two major functions: cteng and building an index, and providing search users with a ranked

list of the websites they've determined are the most releVidra.crawling function not only allows them

to locate obscure content, but is able to rank it based on the number of ihboumck s or 6 backl i nl

But, when it comes to understanding video content, most search engines have no ability to interpret and
rank videosonapagd/i deo i s said to be 6opaqued, meaning it
lowest level, ideo is just an unusually large file that can be described with ALT text or schema markups
created by the author. The problem is that this metadata is limited and it can be misleading.

What is needed for working with the opaque content of viddwigpplication of Al computer vision, such

as facial recognition, to video indexing. Once the Al understands what a face is, a human can further guide

the Al by teaching it to recognize specific faces (e.g. to associate different characteristics &édfdetai

each face with a specific t@ngeadataseat ¢f fagesis Hduil, the Aln g, o]
can then compare video images with this dataset and identify specific faces, such as a popular celebrity or

a known criminal. This same methcan be used to recognize objects (such as a gun), landmarks (such as

the US White House) and action scenes (such as man jumping).

Moreover, it is uncertain whether metadata accessible to a search engine applies to specific scenes or the
video as a whe. This is due to lack of indexes at scene level which describe the content in temporal terms,



with timecode references for each categorization. In addition, many types of content do include closed
captions, which are transcriptions of the audio pomitihe content indexed with timecode and embedded

into the video recording as machine readable data that can be displayed on screen. However, such
transcription information doesnét usually play
applied to captioned videos to provide scene level indexing as well as to describe the content as a complete
work.

1.3 Video Content Lacks Metadata

Metadata must also be normalized and standardized if it is to be used for better search and
discovery. Becausénumans are biased with their own perspectives, each human looking at the same video
will come up with different metadata information and tags for that video. Al, however, is more objective
and will classify and create metadata information based on limitesbularies.This is important because

it means all videos processed by the same Al engine will come up with a normalized set of metadata. In
other words, the Al sees all images and videos the same way and will, therefore, always come up with
unbiasedand normalized metadata information.

1.4 Content Safety for Viewers and Advertisers

One of the most challenging problems in the video industry is to ensure video content are safe for our
children to watch and for brands to advertise on through access to metadata. Duritobdef online
videos viewed daily especially by kids, the imnce of video safety is becoming more and more

i mportant . For viewers |ike children, someti mes
inappropriate or malevolent content to be viewed by children because content is searched for or
recoomended based on source metadat a. The context

incomplete and inconsistent metadata. Besides the safety of our children, advertisers also require a level of
safety to ensure their branding is not assediatith any inappropriate content. Brand safety is a big issue

for advertisers, which was brought to the forefront with various brand safety scandals on YouTube and
Facebook in 2017.

1.5 Content Globalization and Localization

Another challenging problem ithin the video industry is that least 80% of content on the Internet is
accessible in only one of 10 top languagktost videos on the internet are only accessible in a single
language, usually EnglishAside from the broader issue that linguistic anttural diversity are at risk,

this is bad for content producers and advertiskmmeans that video distribution is limited and much of the

world is out of reach for content producers regardless of whether their videos are accessible through search
enghes and video platforms. Due to complications and costs of transcription and translation, many times
content producers are restricted to distribution only in their own local market and maybe a few markets
abroad for distribution.

1.6 Al Still Needs Human Intelligence

Artificial I ntelligence (Al) i s defined as fithe
tasks that normally require human intelligence, such as visual perception, speech recognition; decision
making, and translation betweknanguages. 06 I n the past few years,

number of practical Al applications and smart services such adrsaffg cars, face, object and voice
recognition and text and image translation are just a few of the life chaaqgafigations Al is helping to
enable. Advances in Machine Learning (ML), Computer Vision (CV) and Natural Language Processing
(NLP) research combined with the adoption and advances in cloud computing have resulted in wide
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adoption of Al in many industrieand the birth of a muHbillion-dollar economy around Adlriven smart
applications.

While Al is a game changer when it comes to nhormalized classification and tagging of video at scale, Al is
not perfect and it still requires human intelligence for vemifon, validation and correction as well as
training to teach it patterns of faces, objects, scenes, etc.

Translation method | Phrase-basedt | Neural-networkt | Human

A3 4 5 Perfect translation=6
Spanish | |
English E French | |
Chinese i i
Spanish — English i l
French —» English | |
Chinese — English | |

Machine Translation accuracy still at 6@0%

Speech recognition accuracy can be as high as 90% when a recording has one person in a quoiet locati
speaking clearly using simple termBut 70-80% is more common. Machine translation varies from 60 to

80%, which means-2 words out of 5 are not translated correctly. For facial recognition, even for the most
accurate algorithms, subjects may be itiext anywhere from around 60 percent of the time to more than

90%, depending on video or image quality, the com
the given scenario.

Humans, while limited by speed and dataset, are still bett@ngbaring and identifying faces and objects

to each other and humans can research widananst hey dc
however, are sl ower than computers, costlier and
Al with human verification and correction is the most optimal way of achieving Al computer vision at scale

and accuracy.

YouTube employs Al machine learning plus human moderatéfter various brand safety incidents,
YouTube announced in December 2017 that it would hire 10,000 more moderators to check videos for
brand safety and videos that might violate its policies.

fi Wiman reviewers remain essential to both removing content and training machine learning systems
because human judgment is critical to making context:
Woijcicki wrote in a blogpost, saying that moderators haveuably reviewed nearly 2 million videos for

violent extremist content since June 2017, helping train madbaraing systems to identify similar
footage in the futurei Si nce we started using machine | earning to
June[2017], the technology has reviewed and flagged content that would have taken 180,000 people
working 40 hours a week to assess. O



So,we believe that the best solution to the challenge of indexing video for effective search, discovery and
placement is aambination of Al and human experts.

1.7 Al Requires Computing Resources
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Al also requires a computational infrastructure capable of processing large amounts of data on Computing
Processing Units (CPUSs) or &hics Processing Units (GPUs). Because of the amount of data, no one CPU
or GPU can typically process all the data so the data must be broken up and distributed to multiple CPUs
or GPUs for processing. The results must then be brought back togetherrnorestlts. The intensive
computing nature of Al makes it quite costly and requires a pooling of CPU or GPU resources which are
not usually available from one source. We believe the best solution is to pool computing resources from
the community.

1.8 The Internet and Online Video Need Decentralization

Today, everything we do online including online video is dominated by FAANG (Facebook, Apple,
Amazon, Netflix, Google). Online video represents over 73% of all data traffic on the Internet in 2016
growing to 82% by 2021, of which Google and Facebook cbotrer 1 billion video views a day. In
premium online video and subscription services, Amazon and Netflix control over 69% of the 113.8 million
subscribers for subscription video on demand (SVOD) services in the US and almost 60% of the $14.9
billion US SVOD revenues in 2017. If you want web traffic for your website or videos, over 70% of all
Internet traffic comes from either Google or Facebook. If you want to monetize video, Google and Facebook
represents 77% of all online advertising and 99.7% of allovdine advertising growth. 99% of all mobile
smartphones and app ecosystems are either Android (Google) or iOS (Apple). It is clear that FAANG
dominate our digital lives on the Internet which means the power of the Internet is centralized in the hands
of these five dominant players, whose combined market capitalization is over US$3.01 trillion or 27% of
the total market capitalization of all companies listed on NASDAQ. We believe that blockchain has the
potential to truly decentralize the Internet and malvideo, and these DApps or decentralized platforms
would benefit from the normalized and enhanced video metadata generatedW@iRK platform.



Referral Traffic - Google or Facebook?

distributi referral traffi

B Facebook others [l Google Search*
U.S. presidential politics 59% 25%
Education & research 21%
Local crime & incidents 25%
Criminal justice 53% 24%
World economy 43%
Technology 61%
Sports 19% 50%
Business & finance
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2.0ur Sol uti on

2.1 Overview

Our solution known a8IWORK is a decentralized, opesource blockchain protocol and ecosystem being

built on a consensus network of Artificial Intelligence (Al) computing resources and a community of human
experts, working together to generate normalized and enhanced metadatadarovitent.This enhanced

metadata will be the basis for tBdWORK pr ot ocol 6s f i r st -caeapennsearcal i zed
engine for video, one that is decentralized, indexed and maintained by our community.

AIWORK believes that Internet and s&res on the Internet must be decentralized or else there is too much
power in too few powerful hand&lWORK focuses on decentralizing and democratizing online video,
giving power back to Internet users. The problem of having the power of the Intgusttarfew hands is

that there is little or no transparency and even if these few companies mean well, they are now so big that
there are many ways to destabilize them. In 2017, both Google and Facebook faced major scandals of bad
actors taking advantagé o | oophol es in the system. Googleds Yol
with users posting content that was malevolent creating brand and content safety controversies. Facebook
faced both a fake news problem and a data breach by Cambridge Analytkds Wiy AIWORK is

applying blockchain to content and the underlying metadata that powers content cataloging, indexing,
search, discovery, trade and monetization AMYORK believes that this will be the backbone of a
decentralized video open network aeduxh engine that could act as a check and balance on FAANG.

Artificial Intelligence

Specialized Al algorithms will be deployed Ahnodes of whichthe CPUand GPU resources can be used
to scan media files, generate the enhanced metadata includingotiiee tags, classification, categories,
transcripts and translations, and an index of the video objéaigone with a reasonably powerful
computer can estash an Al node and join th&IWORK network. Load will be decentralized and
distributed across theIWORK network, similar to how SETI@home and other distributed crowdsourced
computing projects timeshare computing resources.
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Each video object, such as@amplete program or extracted clip, will be assigned a unique identifier using
the Entertainment Identifier Registry (EIDR)he EIDR provides global unique identifiers for the entire
range of audiovisual object types that are relevant to entertainnmenterce.

AIWORK nodes will record their metadata in JSON format anchored to the Ethereum blockdbairof
the metadata will not be stored directly in the blockchain, but linked to it using the EIDR iderftffisr.
is because the size of the data ba quite large, especially when you include transcripts and translations.

A key feature of this project is the generation of a trademark content safety index known as a ContentGraph.
The AIWORK platform will use Al to define a confidence score for eafcdeveral content safety attributes,

such as: nudity, adult, offensive language, hate speech, violence, guns, alcohol, illegal drugs, religion
etc. These confidence scores (each fro) Qvill be combined into an array of numbers. This short string

of numbers, called a ContentGraph, will enable programmatic matching of content and context, for optimal

placement.
Confidence

Score

Safety
Attributes

A ContentGraph can be visualized as a bar graph where content attributes are plotted along the horizontal
axis and confidence scores péaiton the vertical axisThere will be attributes where the confidence is

zero and the feature is not detected. Thettefight ordering is reserved based on the schema, so that two

or more ContentGraph patterns can be compatedessing attributesiwolves a single subscript which
represents an array index (egcaph B] returns the value of the 6th elemegtins). The number of positions
corresponding to specific attributes being recorded can increase over time, without affecting other uses of
thegraph.

Is Al any good at detecting scenes involving nudity, violence or glilms8ome degree yets.has been

shown that Al algorithms can reliably (95% accurately) detect objects such as guns within video-content

even grainy CCTV footageNudity deection is a bit more challenging, but it has been reported to be

reliable on stillimagesAccor di ng to one widely referenced paper
able to provide good recognition rates for nudity even at the frame level, achievihe best case, a value

of 93.2% of coMhecresubhstsi patabi omdi cate that the
enhances the recognition rates for video segments, solving some ambiguities and frames

mi s c | as s iThie showstbah sudity detection involving a temporal component is even more
accurate.



Decentralized Applications (DApp) and traditional applications can use ContentGraph to automate the
determinations of content suitability and brand saféte believe that ConteéGraph will not only solve

many problems for the content industry, such as search and discovery, but it can also become an industry
standard much like MPAA Rating. It will also help solve the problem of contextual relevance for video
advertising by adoptg the IAB Content Taxonomy standard set of categories, which are already widely
accepted in the publisher and advertising industry and applying numerical confidence indexes which are
determined by Al algorithms.

ContentGraphhas many interesting features, such as extensibility to add new content safety attributes,
addressing the need to stay relevant as social norms change over time. If the Al can be trained to recognize
new safety attribute in video content, the attribute loa added to ContentGraph by adding a single digit,
without affecting the other attributes or earlier uses of the graph.

Another feature of ContentGrapshthe ability to derive other indexes by applying filtefar example, one
might be specifically interested in just 3 attributes: nudity, offensive language and vidkntd® numeric
values of these attributes could be added ¢egph [L] + graph[3] + graph p]) to create a single digit
06Di sney Rankd or similar derivative index.

Al Node

Until recently, it was very difficult for a computer to tell apart a cat and a tiger or recognize a human's face,
whereas a human can perform these tasks akffostlessly. Fortunately, the field of Artificial Intelligence

(Al) and Machine Learning (ML) has made tremendous progress in the last few years to become better at
understanding images. In particular, a model known as deep Convolutional Neural N&Nbtkhas

proven to be adept at achieving excellent performance on visual recognition tasks.

A Neural Network is a set of algorithms with interconnecting nodes, modeled loosely after the human brain,
that is designed to recognize patterns. Similar to Aahild learn by mimicking the behavior of familiar
persons (like parents) and applying the learning outcomes to modify its own behavior, a Neural Network
"learns" to perform task by optimizing using large labeled training data sets to "minimize" theetseen

the output and the desired outcome.



Input layer

Hidden layers

(1) (2) (3)

Example of a Convolutional Neural Network with 4 hidden layers

Unfortunately, t her e

Auto speecho-text transcription
Auto textto-text translation

E

Instead of ranventing the whee AIWORK will also leverage some of the staitkart open source machine

(4)

S

n o
all the tasks required. For examptlee CNN optimized and trained to identify objects will be different from

the CNN configured for identifying faces. Hence, we'll need to combine various best of breed Al techniques
to develop a package of Neural Network based Al software with the speaified models to perform the

following tasks:

(5)

fifone

Visual recognition of faces, object scenes at frame level
Visual recognition of ContentGraph attributes at frame level

Output layer

(6)

si ze

fi

ts

a l

0

learning frameworks such as Tensorfl@®affe, Torch and Darknet, combined with our existing data sets.

This approach will ensure th&fIWORK Al software will be continuously upgraded with the latest

technique and technologies especially given that the field is advancing by leap and bound.

The pictures below are visual illustrations of what our Al software will detect visually in terms of celebrities

and objects and their associated ticogle.

10

ge



Kalay Cupca

Johnny Galecki

bed

liptap

Using an example of an episode from Big Bang Theory, one set of Al algorithm will identify the celebrity faces in the
frame, in this case Kaley Cuoco and Johnny Galecki, while another Al algorithm will pick up the objects in the
frame, in this case bed afaptop.

celebrityface (163) Johnny Galecki{40) 00:00:13

Jim_Parsons{31) 00:00:17

Kaley_Cuoco(33) 00:00:55

Simon_Helberg(43) 00:00:58
Kunal_Nayyar(16) 00:01:00
00:01:01

00:01:07

00:01:09

00:01:52 Example of face tags and associated tonde

Because the Al analyzes the video at frame level, it will produce a rich set of metadata with very precise
time-code which will be extremely useful when it comes to searching by scene. Howeveringnavery

frame in a video is computationally intensive and, in most cases, unnecessary, hence the default will be to
take 1 frame from 1 second of video for analysis. For fast moving videos, we can increaseamés a

second for better accuracy.

M etadata Extraction

Aside from assigning a content safety index, Al algorithms will be used to capture various types of
metadata.The 3 most common types of metadata used for segtitmizationare: source, derived, and
added metadata or tagging.

Source metadata is whatever information is implicit in the filbis would include file type, file size,
duration, encoding method, resolution, aspect ratio, data rate, humber of audio trackscaptised,
timecodes, etc. Uploader may supply data such as titles, descriptions and locale that can provide a lot of
information for indexing purposes.

Derived metadata is data obtained by interpretation, such as the use of speech recognitiort & extrac
transcript, optical character recognition to read movie credits and image processing algorithms to recognize
faces and temporal actioihese tools work in concert.

Added metadata or tagging can be done by Al, but is usually augmented by hunrés) &xieis where
temporal sequences or spatial regions of the video are marked as being of interest and keywords are added

11



to describe the vided-or examplejn a sports video, the Al may recognize goal posts as spatial regions of
interest and use thanformation to note sequences in which points are scofédé could be combined
with recognition of playby-play by sportscasters on the audio track to increase the accuracy of such tags.

Human Experts Network

Despite rapid advancement in the field,i&not perfect; humans continue to play two important roles in
the process. First, they help label the data that will be fed to the algorithms. Then, they correct any wrong
predictions made by the Al machines to improve the accuracy of future results.

We will use a multdisciplinary, crowdsourced network of freelancers with skills in logging, tagging,
metadata management, moderating, transcribing and transkti@RK will empower its community

with tools which enable individuals to create added nagadf crucial importance is the performance of
content categorization by supplying accurate descriptions and assignment of appropriate tags based on the
most widely accepted lexicons and taxonomi€kis is where expertise and powerful tools are reqlir

There are certainly very different lexicons for medical conference recordings, sporting events and headline
news storieslndividuals will have the opportunity to participate in specific subject areas, according to their
expertise.

»)
M
Content Provider Content
Or -
Service Provider Fay by SW0

B on o B o= @ E

Source Community of Community of Transcription  Community of Community of Translation

Video Transcription Human Sub-Tithe Translation Human Sub-Tithe
Al Compute Transcription File Al Compute Translation File
Resources Verifiers Resources Verifiers

Workflow fortranscription and translation using Al and human experts

The community will also be involved in moderation, review and verification of derived metadata, including
categorizations assigned by Al, as well as correcting the transcriptions and translatiemeart is it for

humans to correct transcripts produced by A2 have seen recent studies which show that machine
transl ation is accurate to 95% for broadcast reco
in a cavernous conference roomtwi f i ve people talking could be 70
prefer correcting transcriptions generated by Al, rather than writing them from scratch.

AIWORK will reward these crowdsourced human experts with tokens based on their accuracy and
productivity. This approach not only provides a larger pool of human experts to choose from, the diversity
of decision making process and the use of a consensus network can eventually lead to better results in Al
accuracy.
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Each face, object or scene idertifj or sentences transcribed or translated comes with a confidence score.
For confidence score below a certain threshold (which may vary over time and for different attributes) or if
the Al node is unable to detect any meaningful context, the validatsendrthese segments to the Human
Expert network for further verification or correction.

T'm not a robot I'm not a robot

Select all images below
that match this one:

Select all images below
that match this one.

Examples of Google reCaptcha Image selection

For simpler verification task®}IWORK will pose to its human expert questions that are similar to image
recognition reCaptcha, meaning a human expert can be offered a random number of celebrity images and
be asked to select the ones that belong to George Clooney, for example. As a pratf dieMouman

expert can be asked to complete a similar reCaptcha image selection of which the results have been pre
determined by the parent validator nodéne validator node could also send the same tasks to a group of
randomly selected human experta&ld number), the same answers provide by majority of the human
experts would be deemed the correct one.

Pulling It All Together

AIWORK will be part of a larger content ecosystem consisting of content producers, advertisers and
streaming media service provideis. the illustration below, we can see how &lWORK platform
enables collaboration and cooperation.

Brand y, M & L
[ ) Content (Moderated) Qa0 Content
(] il e@s -
- e | |Payby AIWORK - Pay by AIWORK |
New Users e : I Moderators, :
t T~ | : Categorizers, |
Share =~ ~ ol Translators & Verifiers i
T
. . sSvVobp/TvoD
Content Content
- Pay by AIWORK " Pay by AIWORK
Users “— e —— — Platforms (SP) (Rev Share) Content Producers (CP)

Pay by AIWORK (for Sharing)

AIWORK

Content . Content

]
]
i There are 5 independent parties in the AIWORK ecosystem:
i
]

Validators
Software Developers

______________________ 1. Requesters
R - o b AWORK 2. Computing Resource Providers (nodes running the Al)
Awareness Advertisers i 3. Human Experts (similar to Mechanical Turks)
Data & Sponsors 4
5'
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The AIWORK community wil provide an open, distributed and crowodurced community for
transcription and translation. Content owners and distributors in need of transcription and translation of
their content will come into the open marketplace to transcribe and translate ah&ntcthrough

AIWORK6 s Al machine transcri pti onsowadcomputiagresbuecdsi on w
combined with a crowdourced open community of transcribers and translators, all incentivized using the

AWO (AIWORK Token.

2.2 Architecture

AIWORK is built on a standard Ethereum blockchain as well as Plasma NetiMbtke video metadata
will be anchored to Ethereum blockchain and Decentralized Applications (DApps) can easily access the
data and either spend or e&WO.

Attributes ofAWO:

blockchain protocols: Ethereum (ETH) Mainne®2®VORK Plasma Chain
Token standard: ERC20

Total supply: capped aDbillion

Token issuance at genesis: 60% of total supply

= =4 -4 =4

AWO is implemented as an ERC20 token on Ethereum mainnet AlWKORK is implemented on a

Plasma Network. Plasma is a blockchain scaling solution designed by Joseph Poon and Vitalik Buterin
whi ch enabl es t Ibleckachairnsaantci hoonr eodf i tfiac htt bl édedii ma m bl oc k ¢ h
periodic merkleized commitments (e.g. computations committed into merkle proofs) are broadcast to the
Ethereum root blockchain, this design can allow for extremely scalable ancb&twransaction state

updates. See diagrabelow.

We chose the Ethereum chain because of its robustness, great ecosystem of DApps, security and strong
immutability features. This approach marries the performance and power of Plasma with the public
verifiability of Ethereum blockchain. The diskosage is for offchain metadata, including transcriptions

and translations.

Smart contracts on Ethereum mainnet acts as a trustless medium taW@gnto AIWORK Plasma

network from Ethereum mainnet and vice versa. Transactions invé@Wig that takeplace inAIWORK

Plasma chain are signed by validators based on a consensus algorithm. Participants are free to join and exit
the Plasma chain as and when desired in a trustless manner, able to claim the tokens previously locked in
the smart contracts net any transactions, either gains or spends, that have taken place in the Plasma chain
prior to the exit.

There will be independent nodes and blockchainAlWWORK Plasma network, independent of
Ethereum.Validator nodes will provide proadf-stake and péorm the block minting. Applications such
as a search engine or aoh @etwork are instantiated as Pgs and participate in thWORK network,
providing their own respective APIs for raabrld consumptions.
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AIWORKProtocol and Decentralized App OpAlR| Architecture using Ethereum and Plasma

AIWORK Ecosystem

There are 5 independent parties in A &/ORK ecosystem:

arwbdE

Requesters

Computing Resource Providers (nodes running the Al)
Human Experts (similar to Mechanical Turks)
Validators

Software developers

Requesters

1.
2.

Requesters submit videosAWORK to obtain a normalized metadata of videos.
Requesters pay for the job in the native tokeAlIBWORK.

Computing Resource Providers (CRP)

1.

2.

3.

Providers ruPAIWORK decentralized open sourég¢ software that runs inside isolated Docker
container and is based on popular Deep Learning frameworks like Caffe and TensorFlow;
Convolutional Neural Network will be used as it is the current -stthe-art model architecture

for image classificatiotasks.

Providers share its computer's computing resource (CPU/GPU) ®IWORK Al software to
generate the enhanced metadata including ContentGraph.

Providers gain token in exchange for the provided computing resource and tasks performed.

Human Experts (HE)

1. Human Experts perform simple micro tasks to verify that the output from Al.
2. Human Experts also provide additional metadata that cannot be easily generated by Al
3. Relevant results can be fed into the Al network to teach and improve it.
4. HumanExperts gain token in exchange for well performed tasks.
Validators
1. Validators stake a significant amountA#VO and gain the rights to perform the following tasks

in accordancevith consensus:
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1. Picking up the chunks of video jobs and distributing thepréwiders and workers.
2. Validation of the results submitted from providers and workers
3. Analyzing and combining of the results to produce a single coherent ContentGraph for
eachvideo.
2. Validators mint new block oIWORK plasma, gain token for the job and assign rewards to
participating CSPs and HEs.
3. Validator may lose a portion of the staked tokens if it is not performing the tasks in accordance to
consensus.
4. Validator decides the next validator via psuedodom algortim that is independently provable
and biadree.

Software Developers

1. Developers play a role in the ecosystem by developing applications that interaStWK(IRK or
utilize ConteniGraph
2. AIWORK will be developing at least the following 2 applications:
1. Open Source Search engine and relevant API
2. Advertisement matching service and relevant API

3. Developers would be able to utiliZdWORK to create new applications which they could charge
using our tens
4, Developers gain access to list of Ammivate videos processed &IWORK, with their

corresponding ContentGraph

24 Deployment

All AIWORK software will be shipped and distributed in dockeripedtainers. The Docker virtual
machines, called Docker images or containers, will contain the whole environment required by the software
to run, including all the required libraries, dependencies and configurations. This makes it easy for anyone
to setup a validator, Al or human expert node which can run on cloud servers, PCs and even android
devices.

25 How It Works

The diagram below illustrates the submission, mining and verification process.
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: Results are submitted to human experts to perform a
Q binary verification. Results from human experts ar
: then g ed and 2ssed by Validat

Requester passes a video to be processed througinsdftware.

The client software cuts the video up into individual chunks ofdefened duration and submit

them intoAIWORK

Using a Proobf-Stake algorithm, validators are randomly selected with probability proportional

to their stake. Selected validas then pick up a set of chunks from the job pool, duplicate them
multiple times, and add in random challenger
sequence to create temp clip.

Validator assign random Al nodes to process each clip. Upoit segamission by Al nodes,
Validator will use the random challenger marker to verify the result as a&foddrk.

Results are submitted to human experts to perform a binary verification.

Results from human experts are gathered and processed by Validator.

Requester monitors the network, once all tasks for chunks that make up a complete video are
completed, Requester would be able to make a claim by providing the order of the chunks and
publish an aggregated score of the original video, also known as Earateh.

Claim by Requester will be evaluated based on consensus. If it passes, Validator will publish the
result as ContentGraph onto a new bloclAWORK Plasma Chain.
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2.7 Market

Addressable Market

Global Video Market Value Forecast $Bn STRATEGYANALYTICS
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Source: Strategy Analytics study “How Operators Can Capture a Share of the $700 Billion Global Video Market”, April 2018

The global video market value was US$700 billion in 2017, growing to US$842 billion by 2022. Today,
over 400 hours of videos are uploaded and 4.3 million videos are viewed every minute on YouTube. On
Google and Facebook, over 1.1 billion hours of videonaatehed per day.

2.8 Roadmap

Development Roadmap
Following is our development roadmap.

Versions Estimated Date  Milestone

Oct 2020 Design ofAIWORK architecture
0.5 Jul2021 Alpha testing of AIWORK Al client
0.6 Sep 2021 Alpha testing oAIWORK Marketplace
0.7 Oct 2021 Alpha testing othe validator and Al nodes, and task allocation
0.8 Feb2022 Alpha testing of marketplace for job submission and review
Jun2022 Release of Minimum Viable Product (MVP)
0.9 Sep2022 Alpha testing ofwvorkflow support for human experts to verify and validate
1.0 Dec2022 Release of V1.0 of System with validator and Al nodes
2.0 Jun2023 Release of V2.0 with support for Validator nodes and human experts to verify and val
18



3. Appli cations
3.1 Real World Examples and Applications

The following examples are included to illustrate howAR&/ORK platform can be utilized in realorld
situations to solve real world needs.

Better Content Metadata for Better Search and Discoverability

Currently, metadata are supplied by users and in some cases very inconsistent, incomplete and subjective.
For example, when two people are uplogdime same dog competition video, one might put tags such as
idog, showo and the other might tag it with more
West minster Dog Show. 0 Neither is wrongdetmied. t he |
Therefore, normalized and standardized metadata will help individuals query better matching results.

OTT (Over The Top Video) Platforms can benefit with consistent, completed, normalized and standardized
metadata. This will allow their content be easily discoverable and searchable by subscribers. OTT
Platform providers could us&lWORK in multiple ways to add or enhance their metadata. They would
receive detailed scersecurate metadata and tags for each item, paddiORK in tokens for the A
computation and human work.

Scene Level Metadata

Metadata today is done at the file level, meaning the information that is used to describe aridsnaifigx
content is only descriptive of an entire program or clip. But, there is so much underlying information at the
scenelevel that currently is not tagged. And it is impossible to perform scene level tagging using human
because it is simply too chgstand not scalable.

Oncescene level metadata is extracted, it will also improve recommendation engines by inferring what you

|l i ke based on underlying metadata of scenes youbyv
recommendation engine cent will become discoverable and searchable if tagged to such that granularity

of scene and frame. Viewers could search down to the second or jump right to a particular scene based
simply on the content. Lastly, from the engine information, video editardsl @asily find broll footage to

assemble and create videos instead of scrubbing through videos to find footage.

Al Match Verification and Correction

Al is not perfect, and since faces and objects can look similar, there will always be misidemtfficatio
Aifalse positives. o0 Humans, while | imited by speed
faces and objects. Therefore, a hybrid approach of combining Al with human verification and correction is

the most optimal way of achieving Aomputer vision at scale and accuracy.

AIWORK will provide Al match verification and correction through tABVORK open community.
Requesters such as Al technology providers and content owners, cAWGBRK to request Al match
verification and corretion on their Al generated datasets. They would then pa)AMORK open
community for this match verification and correction usiwO.

Al Decentralized Distributed Computing Cloud
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Although the power of Al is efficient and scalable, it still requires lots of computing power to process,
recognition, match and tag content. One growing pain of Al is the lack of computing resources a company

can have and utilize without jeopardizing ¢@dticiency and scalability.In addition, the compute demand

may fluctuate based on the fAspikes and valleyso c
computing cloud using crowslourced computing cycles is a good solution to handle toeuflitions in

demand while maintaining optimal costs.

Content Safety

The consumption of video content has increased dramatically over the last few years due to new platforms
like YouTube, Facebook, and Twitch. Howepers difficult for these platformg manage, review and

validate all the videos uploaded therefore, leading to underlying issues of content safety. For instance,
recently, there were fake videos using famous car
PAW Patr ol aidkey and MianiedMypudes butMvith violent, demonic and/or gory scenes and
storylines uploaded to YouTube. Bad actors were taking advantage of YouTube searches of famous

cartoon and characters to show negative images to kids and they were able to d&isg bgvantage

of the way YouTube catalogs and indexes video using user titles, descriptions, tags and metadata.

Mickey Mouse Baby Is in Trouble When Hiding In a...

YouTube Content Safety: Fake Mickey Mouse shown lying in a pool of

ThroughAIWORK, videos like above can be easily detected and did@g inappropriate by the power of

Al and human expert&al WORK6 s Cont ent Graph score would | abel re
The scene level detection and metadatd, clearly define the inappropriate scenes for children.
\Meanwhile, Service Provider could usBVORK and ContentGraph to offer content safety filters which

viewers could use to search for safe and appropriate cof@@entributors to thé&\IWORK platform, those

who are providing computing resources or expertise, would be rewarded with tokens.

Brand Safety for Advertisers

In 2017, YouTube had a lot of trouble with brand safety. In February 2017, there was a problem with
advertisements inadvertently stiag up alongside hate messages and ISIS terrorist videos. Brand safety

is a big issue for advertisers because they canot
brands such as Adidas, Procter & Gamble and Unilever were found to be dispéexyeo ISIS terrorist

videos and hate speech videos on YouTube.

AIWORK can ensure brand safety for advertisers with the ContentGraph scoring that is applied to each
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video. This ContentGraph is based on a score as determin@NMYRK6 s d e c e n computei zed A
network and verified bAIWORKO6 s cr owdsour ced open community, whi
tokens.

Globalization and Localization of Content

Globalization enabled the availability of many more sources of content, addsesnination of cultural
information, over the Internet. But for content to be globalized, videos need to be transcribed and translated
for local needs prior to consumption. Through human experts, transcription and translation is time
consuming and costlyt can take up to 20 times the duration of the video to properly transcribe and translate

a video. For instance, if a video is 5 minutes, it could take up to 100 minutes to transcribe and translate that
video. Therefore, Al can transcribe and translatedao in 23 times reatime instead of 20 times real

time. However, current machine transcription (spdedext) and translation (languagelanguage) is not
accurate enough with accuracy being aroun@é®@ at best.

To obtain accuracy in transcrigih and translatiolAIWORK empowers the ability of both human experts

and Al. If a human round of verification and correction are added behind the machine transcription and then
again after machine translation, accuracy can be much higher. Communitippatt will be rewarded

with tokens. Nonetheless, videos can be moreeifsttively transcribed and translated and this, in turn,

will broaden appeal, accessibility and consumption of content by more international audiences, enabling a
true globalizatia of video.

3.2 New and Innovative Advertising Opportunities

Digital Product Placement

ThroughAIWORK6 s scene detection by AIl, it empowers new
Placement Technology, DPP, to accelerate and enhance the expefigtmea@udience while increasing
monetization for Content producers. From scene detectid\WORK, Content Producers are provided

with quality information on timeoded placement opportunities for advertisers to insert videos, products,

and banners lika can of soda or even a car. The technology is capable of placing or replacing moving
objects and even replacing products being handled by actors. Also, the technology enables objects to be
inserted posproduction after the video has been filmed and pced. When advertisers are integrated they

are placed in such a way so it is clear to the audience that they were always there and are part of the scene.

As video content consumption has become global, some content producers will pro@uestdiérsios

of the contento accommodate the market and audience. With Al enhanced DPP, product placement can be
adapted to the market of broadcasting. For instance, in one scene viewed in the U.S., the actor is drinking a
can of CoceCola, meanwhile the sanseene viewed in Hong Kong, the actor can be drinking Vitasoy tea,

a local Hong Kong beverage brand. This allows the content producer to generate revenue from both
advertisers.

Ad Overlay

Advertisers are seeking advertising opportunities beyond standbsol ad formats such ase-roll, mid-

roll, andpostroll type ads. The "ad ovlay" is when videos contain a small, semainsparent overlay across

the bottom of the screen. The ads show up for a period of time in the videos. Viewers are less likely to be
annoyed and become more accepting of advertising if the ads are more appehliingtextually relevant

to what they are watching.
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Picture on left shows scene prior to any DPP or HotSpots. Picture on right is after DPP and Interactive Hotspots
dynamically inserted into scene.

With AWORKG s nor mal i zed a-poded scene lewkelanretddata, edvertisarsnase able to
better advertise and target viewers based on the context of the video and not just simply targeting blindly.
For example, when the user is viewing a car video review of a BM¥fi8s, an ad overlay canpaar to

display advertising from local BMW dealerships or from BMW. With such relevancy between video context
and the ad, the viewer is more likely to engage with the ad.

Interactive Touch Hotspots

Al nteractive Touch Hotspotsod is a new native vide
engage with. For instance, when a mobile phone is identified, with hotspot technology, the mobile device

can become interactive for the user to clamk Content producers can leverage hotspots to increase
monetization as interactivity and purchase influence is at a greater level which can demand higher ad
dollars. When the viewer hovers over the product, additional information will appear to the wissver

they can either click, read, save for later or make a purchase of the product.

Picture on left shows interactive hotspot added on top left of the player. Picture on right shows info card and ad
information after interacting witlmotspot.
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